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Our Objectives Focus on:

• Explore spatio-temporal feature processing 
of modern models through analysis of key 
intermediate blocks.

• Analyze fine-tuning's impact on cross-
dataset generalization based on differing 
dataset characteristics.

• Evaluate the model’s robustness to 
Gaussian Noise in key components under 
different noise settings and impact ranges.

The proposed analysis framework consists of Fourier analysis and noise hacking techniques. 
The first flowchart below illustrates that the first tool employs one-dimensional to three-
dimensional Fourier transforms to decompose feature maps, comparing how architectures 
capture information from a frequency perspective and the impact of fine-tuning.

The second flowchart below explains how noise hacking techniques are implemented 
through three methods to test the transformer-based models’ internal robustness and 
potential bottlenecks.

Experiments

          Challenges Remains?

• How do transformer-based models deal 
with spatio-temporal features?

• How does fine-tuning adapt these models 
to diverse datasets?

• Which components drive robustness, and 
how can visualization expose bottlenecks?

Look into Background:

• Video action recognition is widely 
applied in surveillance, sports analytics, 
etc. 

• It decodes human actions by aggregating 
spatial features and temporal features. 

• Transformer backbones now dominate 
key benchmarks in this field.
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Method 3: Noise Injection to Varying Proportion of MSA Blocks in Each Stage
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Method 2: Noise Injection to Fixed Proportion of MSA Blocks in Each Stage
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