3Mformer: Multi-order Multi-mode Transformer for Skeletal Action Recognition
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| Motivation \ |The pipeline \

Existing GCN-based action recognition models:
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Human actions are associated with interaction groups of skeletal joints: Sequence FC > ReLU > FC > ReLU > . = FC - classify
e the impact of groups of joints on each action differs of blocks B1--- B~ Encoding Network Multi-order Multi-mode Transformer (3Mformer)

e the degree of influence of each joint should be learned

B,
e FHach block is embedded by a simple MLP into X4, ..., X,

° Xq,..., P

e Subsequently concatenated by © along the hyper-edge mode into tensor M

e Fach sequence is split into 7 temporal blocks By, ...,

* design a better model for skeleton data (topology of skeleton graph)
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Inspired by our tensor representations :

X, are passed to HoTs (n=1, ..., r) for feature tensors ®1, ...,

o sequence compatibility kernel (SCK) & dynamics compatibility kernel (DCK)

* incorporate multi-modal inputs & compactly capture complex interplay e 3Mformer contains two complementary branches: MP—TP & TP—MP

e operate on subsequences / capture local-global interplay of correlations

e QOutputs are concatenated by © and passed to the classifier
e MP &

e MP contains weighted pooling along hyper-edge mode by learnable matrix H (& H' in another branch).

. . . . " perform attention with the so-called coupled-mode tokens
1Koniusz, P, Wang, L., Cherian, A. (2021). Tensor representations for action recognition. I[IEEE TPAMI, 44(2), 648-665.

Kav i ° contains block-temporal pooling denoted by g(-) to capture block-temporal order with pooling
ey ideas
We use hypergraph higher-order relations of hyper-edges. We use hypergraph transformer? output M € Results
Rixxl2x..x1r and apply mode-m matricization M= ./\/tT c RUrTm—1lmir--Ir)XIm to form coupled-token:
‘channel- temporal block’, ‘channel-body joint’, Channel hyper—edge (any order)’, and ‘channel-only” pairs. Il hyper-edge-only
80 - B body joint-only -
Coupled-mode Self-Attention (CmSA): temporal block-only
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e shows diagonal & vertical patterns . Bl channel-only
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* patterns are consistent with the patterns of attention | | ‘025 order-channel-body joint
matrices found in standard Transformer, e.g., NLP | ol Bl channel-temporal block )
We propose a Multi-order Multi-mode Trans- — . I
former (3Mformer), which uses coupled-mode h — 20 —
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We have building modules:
, , , \ = — ST-GCN AAAI'18 81.5 88.3 70.7 73.2 30.7 52.8
* Multi-order Pooling (MP): tinear J=017 £ ﬁ = AS-GCN CVPR'19 86.8 942 783 798 348 565
— combine information flow block-wise — channﬁﬁy{: Linear K5 £ 2] |2 = Poolingstep [=— 0 25-AGCN CVPR’19 88.5 95.1 82.5  84.2 36.1 58.7
1 d d ¢ k : 1 . lt joint’ token | Linear — V5 i NAS-GCN AAATI20 89.4 95.7 - - 37.1 60.1
— coupled-mode tokens help 1mprove resulis S Graph- Sym-GNN TPAMI'22 90.1  96.4 - - 37.2 58.1
— different focus of each attention mecha- - - based Shift-GCN CVPR’20 90.7 96.5 859 876 : -
nism “linear J-017 3 ﬁg . MS-G3D CVPR’20 915  96.2 869 884 38.0 60.9
| reshape Z: Linear |+ Ky & 2] |E |8 Pootmg step J=- 05 ()— CTR-GCN ICCV’21 92.4 96.8 889  90.6 - _
° ot yper-cdoe’ I inear Y ypp——— |E InfoGCN CVPR'22 93.0  97.1 89.8 912 - -
— each sequence may contain a different = — S PoseConv3D CVPR'22 941  97.1 869  90.3 47.7 -
number Of blOCkS Hypergraph- Hyper—GNN TIP 21 89.5 95.7 - - 37.1 60.0
, , . based SD-HGCN ICONIP’21 90.9 96.7 87.0 88.2 37.4 60.5
- aggregation via popular pooling: rank-,  Linear _ ST-TR CVIU21 903 963 851  87.1 38.0 60.5
first-, second- or higher-order pooling . m Zo[ Linear o STST ACMMM21 919 96.8 : : 38.3 61.2
. ;Cfl’(a””e""”/y' ' Linear Transformer- 3Mformer (_W_lt_”l fnﬁf—ﬁo_ol_, ours) 9221 978 - - - -
We form multi-head CmSA. o based 3Mformer (with attn-pool, ours) 94.2 98.5 89.7 924 45.7 67.6
3Mformer (with tri-pool, ours) 94.0 98.5 91.2  92.7 47.7 71.9
2 Jinwoo Kim et al., A. (2021). Transformers generalize deepsets and can be extended to graphs & hypergraphs. NeurIPS, 21. 3Mformer (with rank-pool, ours) 94.8 98.7 92.0 93.8 48.3 72.3




