
Deep networks learn ric

Graph Your Own Prompt

Motivation
✓ Deep networks learn rich features, but these features often do not 

match semantic class structure.
✓ Samples predicted as the same class may still appear far apart in 

feature space, hurting generalization.

   

Confused in abstract space
Four legs? Hmm… A car? Or a horse?

Why not use your own predictions to 
refine and clean feature structure?
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Method Results

The relational graphs show that adding GCLs yields cleaner, tighter class clusters 
with fewer cross-class links, reducing feature noise and aligning features with 
semantic predictions

Self-prompting: The model learns from its own outputs, reinforcing semantic structure
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